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Abstract

The degree of similarity in meaning between texts (e.g., manifesto items, speeches)
is often of fundamental interest to political scientists. Categorizing texts based on
meaning, instead of dictionary-based matching, requires solving the qualitative problem
of “what goes with what.” In this note, I show how a pre-trained language model
optimized for semantic textual similarity can help provide independent validation for
researchers solving this problem. I introduce a new measure of discriminability – relative
semantic similarity (RSS) – that captures how coherent any category of texts is in terms
of its semantic meaning, relative to another category. Using the pre-trained model’s
output, I show that RSS can be used as a test statistic to (1) independently validate the
coding scheme of a manually categorized corpus, and (2) test for confounders that might
affect the distribution of semantic meaning within a corpus. RSS thus complements
and extends the text analysis toolkit for social science.
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The degree of similarity in meaning between texts (e.g., official statements, manifesto

items, speeches, free response items) is often of fundamental interest to political scientists.

To categorize texts along the dimensions they care about, scholars create code-books and

other schemes to consistently define “what goes with what” (e.g., The Comparative Manifesto

Project’s Coding Handbook) (Werner et al. 2021). In principle, if other human coders

follow these same guidelines, then they should generate highly similar categorical judgments

(Mikhaylov, Laver, and Benoit 2012). Yet, manual coding is also vulnerable to confirmation

bias (Chakrabarti and Frye 2017), variability in coder expertise (Klingemann et al. 2007),

and task difficulty (Mikhaylov, Laver, and Benoit 2012).

In this note, I introduce a new text analysis measure, relative semantic similarity (RSS),

designed to aid researchers faced with categorizing “what goes with what.” RSS helps

researchers quantify the extent to which a categorization scheme picks up on independently

discriminable semantic nuance within a corpus. RSS is not an alternative to human coding

or qualitative assessment. Nor is it a text classifier. Rather, RSS is a measure that can be

reported to signal the robustness of a manual coding scheme that relies on distinctions in

semantic meaning. Semantic meaning refers to meaning that is contingent on both syntactic

construction and lexical choices (Lappin 2017). RSS can also be used to test hypotheses

about the distribution of semantic meaning in a corpus.

Since Grimmer and Stewart (2013) initially laid out the benefits of using text as data,

scholars have embraced and extended methods developed in computer science and adjacent

fields to better understand and analyze political texts (for reviews, see Wilkerson and Casas

2017; Benoit 2020). Chatsiou and Mikhaylov (2020) note that natural language processing

(NLP) models, which combine computational linguistics and deep learning, are particularly

promising for political science.

RSS uses one such NLP model – a freely available, pre-trained language model optimized for

the task of semantic textual similarity (STS) (Reimers and Gurevych 2019). This type of NLP
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model requires no additional training data or technical expertise to use. It operates on text

strings, not just words, and encodes those strings into fixed-length numeric representations

in a process known as vectorization or embedding.1 These embeddings capture syntactic,

semantic, and entity information (Rogers, Kovaleva, and Rumshisky 2021). With STS-trained

models, the closer two texts’ embeddings are in the model’s representational space, the more

semantically similar they are likely to be.2

Are these models good enough to be useful? I show several benchmarking analyses in the

Online Appendix, but the main take-away is that the model I use achieves a correlation

of 0.91 with human raters’ similarity judgments; it can detect negation; and it ignores the

superficial similarities that stymie word-level encoders like Word2Vec (Mikolov et al. 2013).

For reference, Ruedin and Morales (2019) reported a correlation of 0.86 between expert

survey respondents and manual coders on a one-dimensional judgment task. And Benoit et al.

(2016) report a correlation of approximately 0.95 between expert raters and crowd-sourced

non-experts on a three-category classification task.

As Rodriguez, Spirling, and Stewart (2021) note, a major challenge with using encoding

models for inference is that their output is not directly interpretable without “some notion of

a null hypothesis, some understanding of the variance of our estimates, and a test statistic”

(3).

The measure I introduce, relative semantic similarity, fulfills these criteria. The intuition

for RSS is that the semantic meaning of a text should be more similar to those texts within the

same category than to those in other categories. RSS captures how true this statement is for

any two categories of text. In the next section, I show that RSS has a directly interpretable
1I discuss encoding models in greater detail in the Online Appendix. The STS-trained model I use

is stsb-mpnet-base-v2 (Reimers and Gurevych 2019), available at https://huggingface.co/sentence-
transformers.

2Proximity is calculated as the cosine between the two vectors (“cosine similarity”). Cosine similarity is
the standard measure of similarity in NLP tasks (Reimers, Beyer, and Gurevych 2016) and usually ranges
from 0 to 1 in the case of text (Benoit 2020).
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null value and can be used as a test statistic within a permutation inference framework.

I then provide two use-cases for RSS. In the first, I demonstrate how RSS can be used

to independently validate a qualitative coding scheme using an original corpus of Cold War

documents hand-coded for subtle linguistic distinctions. In the second case, I show how RSS

can be used to test for confounders that might affect the distribution of semantic meaning

within a corpus. In both cases, the similarity judgments provided by the model are entirely

replicable, unlike those provided by human coders (Mikhaylov, Laver, and Benoit 2012),

and are unaffected by the researcher’s own biases or priors, as long as the model is applied

without adjustment.

All methods discussed in this paper can be implemented on a laptop in Python or in R

with a Python installation. A minimal working example in R is available via the Online

Appendix.

Relative Semantic Similarity

How similar is one text to any other? When categorizing documents, paragraphs, sentences,

free responses or tweets, researchers often rely on their expertise and intuition to render

subtle linguistic judgments. But underlying all such judgments is a shared claim: all texts in

one category are defined as being fundamentally more similar to one another than they are

to texts in another category on the dimensions relevant to the categorization scheme.

A mutually exclusive categorization scheme relies on the assertion that the texts in Category

X are more semantically similar to one another than they are to texts in Category Y. This

property of categorical distinctiveness – that within-category similarity should be greater

than between-category similarity – was first illustrated for high-dimensional (neuroimaging)

data by Haxby et al. (2001). In the case of text, STS-trained encoding models can produce

the necessary similarity judgments. Specifically, for any categorized collection of sentences
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encoded using the model, the semantic similarity of each sentence to all others can be

calculated from the inner product of their two embedding vectors (i.e., their cosine similarity).

It is relatively rare for text to be annotated at the sentence level, however. Researchers

may wish to consider longer passages or entire documents. Fortunately, vector representations

of sentences can be averaged into vector representations of longer spans of text (Bojanowski

et al. 2017). Thus, any text can be represented within the model’s feature space, either by

encoding it directly, or averaging the embeddings of its components.

I combine the representation of texts in a shared similarity space with the principle of

categorical distinctiveness to generate a new measure: relative semantic similarity. The

full derivation appears in the Online Appendix. But, in summary, the RSS for Category X

with respect to Category Y is defined as the difference score for the average within-category

similarity for Category X (WX) and the average between-category similarity for Categories

X and Y (BXY ):

WBXY = WX − BXY (1)

If the value WBXY is positive, then Category X texts are discriminable on average from

Category Y texts. That is, they are more semantically similar to each other, on average,

than they are to texts in Category Y. The opposite is not necessarily true, as it relies on

the relative coherence of Category Y, i.e. WY . Where two categories are not semantically

discriminable, the difference score WBXY is not distinguishable from zero. Where one

category is particularly incoherent, from a semantic perspective, the value of WBXY could

be negative.

It is important to note that while the range of cosine similarity values calculated for a

corpus is a function of the chosen encoding model, and thus, somewhat arbitrary, the WBXY

measure is directly interpretable. Significance testing can be performed using WBXY because
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the null hypothesis of no difference in semantic meaning between categories is represented

by WBXY = 0. The null distribution of any two (or more) categories can be derived by

permutation, i.e., shuffling the labels of Categories X and Y and recalculating WBXY each

time. The observed WBXY value can then be compared to the null distribution where the

likelihood of a false positive will be defined by the number of permutations (Ernst 2004).

Thus, WBXY can be used as a test statistic, and it allows researchers to make inferences of

the kind Rodriguez, Spirling, and Stewart (2021) advocate, e.g., testing categorical differences

across subcorpora.

Use-Case 1: Validating Qualitative Coding Schemes

I use a new dataset of documents from the early Cold War concerning Communism (the

Countering Communism Corpus) to illustrate how RSS can be used to validate a hand-coding

scheme. In brief, the CC Corpus contains texts in which American policy-makers discussed

the threats posed by Communism. It spans the period 1939-1953 and contains 289 documents

by 22 authors. These 289 documents contain 12,263 paragraphs and 38,564 sentences. Each

paragraph in the corpus has been hand-coded for a qualitative assessment: does the paragraph

contain discussion of Communism as an existential threat (Category 1), as a threat to rights

and institutions (Category 2), as a virus-like, dangerous idea (Category 3) or is there no

discussion of Communism as any kind of threat (Other text, coded 0)? I provide examples of

each category in the Online Appendix.

I encoded the 38,564 sentences using an STS-trained model (stsb-mpnet-base-v2). I then

generated 12,263 paragraph-level embeddings by feature-wise averaging. Panel A of Figure 1

shows the average semantic similarity between all threat-related paragraphs (Category 1, 2,

or 3) and all Other paragraphs (coded 0) in a symmetric matrix. On average, all paragraphs

in which the danger of Communism is discussed are more similar to one another than to

paragraphs discussing other topics. Panel B of Figure 1 breaks apart the threat-related
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paragraphs to validate the semantic distinctiveness of the three-category hand-coded scheme.

Within-category similarities are shown on the diagonal, and between-category similarities

are the off-diagonals. Panel C shows the results of significance testing using RSS across all

category pairings. As Panel C shows, all observed RSS values from Panel B (vertical lines)

lie above the null distribution with 500 permutations, which suggests that the qualitatively-

defined hand-coding scheme captures differences in semantic meaning that can be recognized

by an independent coder and are unlikely to be false positives (p < 0.002 in all cases). While

the differences in Panel B are relatively small on the scale offered by cosine similarity, Panels

A and C put the model’s achievement in perspective. Within an already-coherent macro-

category (threat-related content), the model also confirms there are additional subtleties of

meaning.
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Figure 1: Coding Category Validation

Use-Case 2: Testing for Confounders

A logical extension of testing for desirable differences between subsets of text (e.g., coding

scheme validation) is testing for undesirable differences. Undesirable differences might arise

due to the presence of a confounder. Some confounders affect the frequency with which texts
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are produced (Roberts, Stewart, and Nielsen 2020). Others (e.g., a document’s intended

audience) might affect semantic content directly in ways that jeopardize general claims about

a corpus.

In the case of the CC Corpus, one might think that the secrecy status of a document has an

effect on how individuals express their assessment of Communism as a threat. Text intended

for wide public consumption (Never Classified) might thus differ systematically in content

and meaning from material designated Top Secret or Off-the-Record. Such a confounder

would invalidate unconditional inferences about the use of threat-related language in the

corpus.

Using document-level embeddings, also generated by featurewise averaging, and the same

permutation-based approach, I test whether or not secrecy status matters for the semantic

content of threat-related text. Figure 2 shows the results of permuting the three secrecy status

labels on the threat content of all documents and calculating the six WBXY values each time.

For each WBXY , the observed value (vertical line) lies within the null distribution such that

it is unlikely that WBXY is meaninfully different from zero. See the Online Appendix for

exact p-values. Based on this analysis, the threat content of Top Secret documents is not

semantically distinguishable from the threat content in Never Classified or Off-the-Record

documents. Thus, it is not necessary to condition claims about the threat-related content

of the CC Corpus on secrecy status. Moreover, we can reject the hypothesis that classified

documents contain qualitatively different threat language than unclassified documents in this

corpus.

Conclusion

Scholars often go through long and laborious processes to justify their qualitative categoriza-

tion of texts (e.g., Klingemann et al. 2007). In this note, I have introduced relative semantic

similarity, a new measure that takes advantage of advances in NLP to complement or replace
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Figure 2: Testing for Confounders

the multi-coder model of validation. RSS provides scholars with an interpretable quantity of

interest when combined with the outputs of STS-trained sentence encoders. I demonstrated

how RSS can function as a test statistic to assess whether a qualitatively defined coding

scheme is picking up on an independently observable differences in semantic meaning. I

also showed that RSS can be used to enhance confidence in claims that the distribution of

semantic meaning within a corpus is not influenced by a confounder. Both of these use-cases

have value if we are concerned that researcher biases or coding scheme complexity affects the

hand-coding of text. The model’s similarity judgments are also perfectly replicable.

RSS can also be extended to other types of similarity relationships captured by specialized

encoders. While the focus in this note was on similarity between short spans of text, there are

other specialized encoders that match questions to answers or topics to posts. RSS provides

a method for assessing human judgments (or deriving most-likely pairings) for any of these

matching tasks. In sum, RSS provides a quantitative complement to human judgments about

“what goes with what.” These judgments are often central to our understanding of political

texts.
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